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Summary

The SU(2) monopole with a Dirac singularity was constructed in [1] and [2]. We study

its moduli space by identifying the tangent direction to the moduli space. The tangent

vectors to the moduli space are composed of the monopole’s phase and translational

zero modes. We construct the phase and translational zero modes using the Nahm

transform.

These zero modes are then used to construct the metric components g00 and g0q of the

SU(2) singular monopole moduli space, where 0 denotes the gauge coordinate and q

denotes the translational coordinates. We find the moduli space to be the Taub-NUT

space.

It has been shown by Nakajima [3] and Maciocia [4] that there is an isomorphism

between the monopole moduli space of regular monopoles and the moduli space of the

Nahm data used to construct them. We compute the moduli space of the Nahm data

of a singular monopole using the hyperkähler quotient construction as described in [5].

We find it to be isometric to the moduli space of the singular monopole.

Finally we make an explicit connection between the moduli space of the Nahm data and

the monopole moduli space using Corrigan’s inner product formula [6] independently

proving this isomorphism.
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Chapter 1

Introduction

1.1 Non-Abelian Gauge Theory

Yang-Mills theory [7] is a generalization of Maxwell theory to non-Abelian gauge

groups. It is an example of more general gauge theories. In particular we are

interested in Yang-Mills-Higgs theory where in addition to the gauge fields we

have an adjoint scalar Higgs field.

The Lagrangian density for Yang-Mills-Higgs theory in Euclidean space with

gauge group G is

L = − 1

2g2
Tr(FµνF

µν) +
1

g2
Tr(DµΦDµΦ)− V (Φ), (1.1)

where DµΦ = ∂µΦ− i[Aµ,Φ] is the adjoint covariant derivative, µ, ν = 0, 1, 2, 3,

and g is the dimensionless gauge coupling constant working in natural units. We

adopt the summation notation where repeated indices indicate summation over

1



Chapter 1. Introduction 2

those indices. The Lagrangian density has dimension of 1/l4 where l is the unit

of length . F is the Lie algebra of G valued field strength tensor of the gauge field

defined as Fµν = ∂µAν − ∂νAµ − i[Aµ, Aν ], where our gauge field Aµ transforms

as a vector under Lorentz transformation and transforms under the gauge group

as a connection Aµ → g−1Aµg + g−1∂µg where g is a G valued function for every

x ∈ R3. F has the dimension of 1/l2 and both A and Φ have dimension of 1/l.

In the language of fibre-bundles we can think of A as a connection on a vector

bundle of structure group G and where our gauge choice for A is the local bundle

trivialization and g is a change of trivialization.

We are in particular interested in static connections in non-abelian gauge theory

that are solitonic. These are solutions which do not decay, are massive, and have

certain topological properties, such as a topological charge, which ensure that

the solution is stable. Solitons which are time independent, localized in R3(i.e.

are particle-like), and have magnetic charge are called monopoles. Monopoles

were first considered by Dirac in the context of electromagnetism in 1931 [8].

The experimental search for the magnetic monopole has not yielded a conclusive

result and the subject remained dormant until monopole-like solutions to gauge

theory were found by ’t Hooft [9] and Polyakov [10] in 1974. Since then the study

of the theory of monopoles has continued apace and has yielded further uses and

insights into supersymmetric gauge theory and string theory [11]. One can find

a pedagogical review of monopoles in [12], [13], [14], and [15].

We note the physical importance of the magnitude of the dimensionless coupling

constant g. The coupling constant determines the strength of the interaction and

consequently what tools we can use to investigate the theory. If g is very small
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then the theory is weakly coupled and could be described using perturbation

theory. If g is large then the theory is strongly coupled and non-perturbative

techniques would have to be used to describe the theory. The leading semi-

classical contribution in these strongly-coupled theories comes from monopoles

and instantons. The study of monopoles is therefore important for both weakly

and strongly coupled gauge theories.

To compute explicit monopole solutions we will take the BPS limit where V (Φ)

vanishes.

We also introduce the following notation for this section

〈A,B〉 =

∫
d3xTr(A†B), (1.2)

so in this notation the Lagrangian is

L =

∫
d3xL = − 1

2g2
〈Fµν , F µν〉+

1

g2
〈DµΦ, DµΦ〉 −

∫
d3xV (Φ) (1.3)

and has dimension of 1/l.

Through the calculus of variations we can derive energy functional of the theory

to be

E =
1

g2
(〈Bi, Bi〉+ 〈Ei, Ei〉+ 〈DiΦ, DiΦ〉+ 〈D0Φ, D0Φ〉) , (1.4)

where Bi = εijkFjk, Ei = F0i, i = 1, 2, 3, and E has dimension of 1/l. Bi and Ei

are both of dimension 1/l2.
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We can separate the energy functional into kinetic energy and potential energy

terms E = T + U, where

T =
1

g2
(〈Ei, Ei〉+ 〈D0Φ, D0Φ〉) , (1.5)

U =
1

g2
(〈Bi, Bi〉+ 〈DiΦ, DiΦ〉) . (1.6)

Before we go further, let us briefly consider the gauge choice of our monopole

( ~A,Φ). Our Lagrangian density is a gauge invariant quantity allowing us to

choose some gauge in which to write our monopole fields ( ~A,Φ). There are

certain advantages and disadvantages to each gauge choice. For instance the

choice of gauge where the Higgs field points in just one direction in group space

(such as ê3) is known as the string gauge, and is singular along a Dirac string

and at the origin. Another gauge choice, the hedgehog gauge, has the Higgs field

pointing in the x̂ direction in group space. This field is rotationally invariant

under combined rotation and global internal SU(2) transformation. We can

transform the monopole from hedgehog gauge to string gauge via a singular

gauge transformation. This gauge transformation would change the homotopy

class (or winding number) of the monopole.

The temporal gauge is an incomplete gauge where A0 = 0. We can consider a

time-independent monopole with nonzero A0 as being physically equivalent to a

time-dependent monopole in the temporal gauge where we have applied a gauge

transformation to compensate for the time dependence of the fields [12]. We

note that if A0 6= 0 then the monopole has an electric charge in addition to a

magnetic charge making it a non-abelian dyon. A0 would be pointing in the same
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group space direction as the Higgs field [12] allowing us to draw a correspondence

between the Higgs field and A0 known as the Julia-Zee correspondence. These

gauge choices are surveyed in the pedagogical works of [13] and [14].

We choose the gauge of our monopole to be in hedgehog gauge as it will be more

convenient to work with.Also since we are interested in static monopoles with

just magnetic charge, we assume that all fields are time(x0)-independent and

that we are in temporal gaugeA0 = 0. This is the static ansatz. We have that

Ei = F0i = D0A
i −DiA

0 = ∂0A
i = 0, (1.7)

and

D0Φ = ∂0Φ = 0, (1.8)

hence the kinetic energy T vanishes.

We will later relax this assumption when we consider the moduli space of monopoles.

So we are left with

E = U =
1

g2
(〈Bi, Bi〉+ 〈DiΦ, DiΦ〉) ,

=
1

g2
(〈DiΦ +Bi, DiΦ +Bi〉 − 2 〈Di, Bi〉) . (1.9)

Now we minimize the energy functional by first setting

DiΦ = −Bi. (1.10)

These are the Bogomolny equations [16].
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Next we make use of the Bianchi identity and DiBi = −Di(εijkFjk) = 0 to

integrate by parts and compute the 〈DiΦ, Bi〉 term.

〈DiΦ, Bi〉 =

∫
d3xTr(DiΦBi),

=

∫
d2Si∞Tr(ΦBi)− Σk

n

∫
d2Six→pnTr(ΦBi), (1.11)

where k is the number of singularities in Φ and pn are the singular points of Φ

and Bi in R3. The first surface integral is on the surface of a sphere at spatial

infinity and the remaining integrals are on the surface of infinitesimally small

spheres around the singular points pn. Kronheimer [17] established the following

conditions on Φ so that these integrals do not diverge

lim
~x→~pn

|~x− ~pn||Φ| =
1

2
ln, (1.12)

and d(|~x− ~pn||Φ|) is bounded as ~x→ ~pn. We will explore the construction of the

dynamics of a monopole with one singularity at the origin in this paper.

Atiyah and Hitchin [18] provide a useful interpretation of our Yang-Mills-Higgs

theory on R3 with V (Φ) = 0 as a Yang-Mills theory on R4 with a Euclidean

metric, identifying A0 with Φ. So in this theory we have the notation

D0 = ∂0 − i[Φ, ]. (1.13)

In this interpretation the Bogomolny equations are just the time-independent

version of the four-dimensional self-duality equation

Fµν =
1

2
εµνρσFρσ, (1.14)
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where F is the field strength tensor in our four-dimensional interpretation.

For the gauge group G = SU(2) there is one simple finite energy solution to the

Bogomolny equations called the ’t Hooft-Polyakov monopole [9] [10]

Φ =
~σ · ~r
2r2

(2λr coth 2λr − 1) , (1.15)

Ai =

(
2λr

sinh 2λr
− 1

)
(~σ × ~r)i

2r2
, (1.16)

where σi are the Pauli matrices that span a representation of su(2). We present

the ’t Hooft-Polyakov monopole solution because the singular monopole is a non-

linear superposition of this basic non-abelian monopole and a Dirac singularity.

For the rest of the paper we set the dimensionless coupling constant g = 1.

1.2 Moduli Space

As first discussed by Manton [19] and later by Atiyah and Hitchin [18], we can

model the low energy dynamics of a monopole by constructing its moduli space.

We begin by considering the infinite dimensional configuration space A of the

pair (A,Φ) modulo “small” gauge transformations which go to identity on the

spatial asymptotic G: C = A/G. On this manifold we have the energy functional

E as we defined earlier in equation (1.4). The moduli space is the submanifold

in C where U is minimized, and as we have shown U is minimized when the

pair (A,Φ) satisfies the Bogomolny equations. On this submanifold, we make

an infinitesimal tangential perturbation to (A,Φ). We expect (A′,Φ′), the newly

perturbed configuration, to remain on this submanifold. The motion of the
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monopole can then be described by the natural metric derived from the kinetic

energy term

T = 〈Ei, Ei〉+ 〈D0Φ, D0Φ〉 , (1.17)

where

Ei = F0i = ∂0A
i, (1.18)

and

D0Φ = ∂0Φ, (1.19)

using the notation from equation (1.13) and where A0 = 0.

Now how do we define the perturbation of Ai and Φ? We look at it from the

perspective of a perturbation in the collective coordinates Tm. These coordinates

specify the different monopole configurations with the same topological charge

and will provide a natural set of coordinates for our moduli space. We therefore

have that

∂0A
i = δmA

iṪm, (1.20)

∂0Φ = δmΦṪm, (1.21)

where δm is the derivative over all the collective coordinates, m ranges over

all the collective coordinates, and where the dot indicates differentiation with

respect to x0. In our case, the SU(2) singular monopole, one of the collective

coordinates m = 0 will correspond to the phase of the monopole and the other

three collective coordinates m = 1, 2, 3 will correspond to the relative separation

of the non-abelian monopole with the singularity.
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However we also require that our tangent vectors be transverse to the orbits of

the small gauge transformations. We will call our tangent vector Zµ.

A small gauge transformation of our pair (A,Φ) produces a tangent vector

Z ′µ = DµΛ′ where Λ′ vanishes at infinity. So we look for the conditions where

〈Zµ, Z ′µ〉 = 〈Zµ, DµΛ′〉 = 0 ensuring transversality to the gauge orbits:

0 =

∫
d3xTr(ZµDµΛ′),

=

∫
d2Si∞Tr(Z

iΛ′)− Σk
n=1

∫
d2Six→pnTr(Z

iΛ′)−
∫
d3xTr(DµZ

µΛ′).

We used integration by parts to go from the first to the second line of the above

equation. Recalling that the leading order of Λ′ vanishes at infinity, the first

integral vanishes if Zi is regular at∞. The k integrals around singular points pn

require the tangent vector Zµ to be sufficiently smooth at the singularities. The

last integral imposes the condition

DµZ
µ = 0, (1.22)

making the tangent vector Zµ a zero mode of adjoint covariant derivative Dµ.

We therefore define our tangent vectors Zµ = δAµ + DµΛ where we have added

a compensating gauge term DµΛ such that Zµ satisfies eq. (1.22). By differenti-

ating the Bogomolny equations we also have that the tangent vector Zm
µ satisfies

the linearized Bogomolny equations.

DiZ
j −DjZ

i = D0Z
k −DkZ

0, (1.23)

where i, j, k are an even permutation of 1, 2, 3.



Chapter 1. Introduction 10

We can then write the appropriate form of the kinetic energy as

T =
〈
Zi, Zi

〉
+
〈
Z0, Z0

〉
= 〈Zµ, Zµ〉 , (1.24)

where µ = 0, 1, 2, 3.

We can write the tangent vector as Zµ = Zµ
mṪm so that the kinetic energy is now

T = 〈Zµ
m, Z

µ
n〉 ṪmṪn, (1.25)

We define the metric on our moduli space as

gmn = 〈Zµ
m, Z

µ
n〉 . (1.26)

A useful physical interpretation of our derivation of the metric on the moduli

space is as follows. We start with a static monopole localized in R3 and its

position and phase specified by the collective coordinates Tm. We then make

these collective coordinates time-dependent Tm = Tm(x0). For slowly changing

collective coordinates, the monopole changes with time but the field configuration

of the monopole remains close to our manifold of static monopole solutions. This

means that we are moving from one point to another point on the moduli space

parameterized by the collective coordinates Tm. Therefore we can naturally

derive a metric from the kinetic energy term generated by the time dependence

of Tm as the metric on the moduli space. This is the low energy moduli space

approximation as first described by [19].

Also we can now think of the metric as computing the overlap of integrable zero

modes of Dµ in the background of the monopole (A,Φ).
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1.3 Construction of the SU(2) Singular Monopole

We now go on to construct monopoles by using an extension of the ADHM

construction [20] of instantons developed by Nahm [21] [22] [23]. The Nahm

transform was formalized by Hitchin [24] and generalized to classical groups by

Hurtubise and Murray [25].

We directly follow B. Durcan’s thesis [1] to compute the explicit form of the

SU(2) singular monopole using the Nahm transform.

The Nahm equations are the self-duality equations eq.(1.14) when the connection

is x1, x2, x3 invariant. We can directly construct solutions to the Bogomolny

equations by using the solutions of the Nahm equations.

First we find solutions to the Nahm equations

∂sTi(s)− i[T0(s), Ti(s)] = −i[Tj(s), Tk(s)], (1.27)

where i, j, k are an even permutation of 1, 2, 3 and T µ are Hermitian k×k (k ∈ N)

matrices. The Nahm data of rank k are used to construct solutions to the Bogo-

molny equations in non-abelian gauge groups with non-abelian topological charge

k. The Nahm data can be used as the collective coordinates of the resulting

monopole. We note explicitly the gauge transformation of T µ

T 0 → g−1T 0g + ig−1∂sg, (1.28)

T i → g−1T ig, (1.29)

where g(s) ∈ U(k).
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For k = 1 this is just the U(1) abelian gauge transformation. For the rest

of this paper we will restrict our attention to Nahm data of rank k = 1 and

consequently to monopoles of non-abelian charge 1. With k = 1 we have that

the commutators vanish in the Nahm equations leaving ∂sTi(s) = 0 which means

that Ti(s) is constant.

Our Nahm data for the SU(2) singular monopole are defined as a piecewise

function over the real line s ∈ R as follows

~T = ~TM(s) = ~T′tHP ∈ R3fors ∈ (−λ, λ), (1.30)

~T = ~TR(s) = ~TL(s) = ~TD ∈ R3for|s| > λ, (1.31)

where we labeled these intervals as follows: L is (−∞,−λ), R is (λ,∞), and M

is (−λ, λ).

For our convenience we define the following quantities

~r = ~x− ~T′tHP , (1.32)

~z = ~x− ~TD, (1.33)

~d = ~T′tHP − ~TD = ~z − ~r, (1.34)

~TD is the position of the Dirac singularity in our final monopole solution and

~T′tHP is the position of the non-abelian ’t Hooft-Polyakov type monopole. We

translate our system so that ~TD is at the origin: ~TD = 0 and ~T′tHP = ~d. We

rewrite the Nahm data as ~T (s) = Θ′(s)~d where Θ′(s) = Θ(s+λ)−Θ(s−λ) with

Θ as the Heaviside step function. We can gauge T0 away using eq. (1.29).
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We now discuss the boundary conditions and boundary data of the Nahm data.

We are particularly interested in the boundary conditions of the Nahm data for

intervals where the rank of the Nahm data is k = 1 and does not change over the

boundary. With our singular monopole there is a discontinuity in T i at boundary

points s = ±λ. If we have two adjacent intervals with the same rank Nahm data

we must introduce jumping data f± at the boundaries between intervals. These

jumping data for k = 1 take the form of a set of 2 × 1 complex spinors. For a

further pedagogical introduction to jumping data see [25] and [26].

Due to these discontinuities we modify the Nahm equations to be as follows

dTi
ds
− i[T0, Ti] = −i[Tj, Tk]−

1

2
δ(s− λ)f †+σif+ −

1

2
δ(s+ λ)f †−σif−. (1.35)

Let us briefly review some of the properties of the spinors f+ and f−. For

k = 1 the commutators vanish and we take the integral of the Nahm equations

over a vicinity of s = ±λ and find ±di = 1
2
f †±σif±. This result implies that

f †±σif± = ±2di, f
†
±f± = 2d, and f±f

†
± = dI2×2 ± ~σ · ~d with d = |~d|. We also

have that ~σ · ~df± = ±df±. These spinors can be chosen up to an overall U(1)

phase. A gauge transformation on the Nahm data will transform the spinor f±

as f± → g(±λ)f±.

We define a 2× 2 matrix ϕ =

f †+
f †−

 and find that Tr(ϕ†ϕ) = 4d. We use ϕ to

simplify the notation of our monopole construction.
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We define the following quantities

ϕ̂ ≡ δ(s− λ)P1ϕ+ δ(s+ λ)P2ϕ, (1.36)

/D
†
x = −(∂s + ix0)I2×2 − σj(T j − xj), (1.37)

∆ =

∆+

∆−

 , (1.38)

∆̂ = δ(s− λ)P1∆ + δ(s+ λ)P2∆, (1.39)

(1.40)

and the 2 × 2 projection matrices P1 = 1+σ3
2

and P2 = 1−σ3
2

. We note that ∆±

are 1× 2 row vectors. We write the twisted adjoint Weyl operator as

D̂† =
(
ϕ̂† /D

†
x

)
. (1.41)

We then write the Weyl equation for the singular monopole

D̂†v =
(
ϕ̂† /D

†
x

)∆̂

ψ

 ,

= (−(∂s + ix0)I2×2 − σj ⊗ (T j(s)− xj))ψ (1.42)

+δ(s− λ)f+∆+ + δ(s+ λ)f−∆− = 0,

where v =

∆̂

ψ

 is in the kernel of the fundamental Weyl operator.

In our case for SU(2) there are two independent solutions to /D
†
xψ = 0 over I so

ψ is a 2× 2 matrix with columns forming an orthonormal basis of all solutions.
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We adopt the instanton notation, used in [27] [28], for the rest of the paper to

describe our monopole constructions. In this notation v†v = ∆†+∆+ + ∆†−∆− +∫∞
−∞ dsψ

†(s)ψ(s). We choose normalized v such that v†v = 12×2.

The following solutions to the Weyl equation are found in [1]:

ψL(s) = e(~σ·~z−ix0)(s+λ)
ζ+f

†
+

f †+ζ+
ψ′tHP (−λ)N, (1.43)

ψM(s) = e−ix0sψ′tHP (s)N, (1.44)

ψR(s) = e(~σ·~z−ix0)(s−λ)
ζ−f

†
−

f †−ζ−
ψ′tHP (λ)N, (1.45)

∆− = eix0λ
ζ†−

ζ†−f−
ψ′tHP (−λ)N, (1.46)

∆+ = −e−ix0λ ζ†+

ζ†+f+
ψ′tHP (λ)N, (1.47)

where ζ± are spinors with the same properties we described for f± where ~σ ·~zζ± =

±zζ±, ζ†±ζ± = 2z, and

ψ′tHP (s) =

√
r

sinh(2λr)
e~σ·~rs, (1.48)

a = z + d, (1.49)

D = a2 − r2 = 2zd+ 2~z · ~d, (1.50)

K = (a2 + r2) cosh(2λr) + 2ra sinh(2λr), (1.51)

L = (a2 + r2) sinh(2λr) + 2ra cosh(2λr), (1.52)

N =

√
D

a2 + r2 + 2ra coth(2λr)
=

√
D sinh(2λr)

L
. (1.53)
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We note that ψ′tHP is the Weyl solution we would use to construct the ’t Hooft-

Polyakov monopole.

We define the Higgs field and connection as

Φ = iv†∂0v = λ∆†+∆+ − λ∆†−∆− +

∫ ∞
−∞

dsψ†(s)sψ(s), (1.54)

and

Ai = iv†∂iv = i∆†+λ∂i∆+ + i∆†−∂i∆− + i

∫ ∞
−∞

dsψ†(s)∂iψ(s). (1.55)

The Higgs field and connection are as follows

Φ = ~σ · r̂
((

λ+
1

2z

)
K
L
− 1

2r

)
− r

zL
~σ · ~d⊥, (1.56)

Ai =

((
λ+

a

D

) D
L
− 1

2r

)
(~σ × ~r)i

r

− r
L

(
(~σ × ~z)i

z
+

(
K
D
− 1

)
(~r × ~z)i
rz

~σ · r̂
)
. (1.57)

One can show that this solution satisfies the Bogomolny equations and have

a non-abelian charge 1. The 1-dimensional Green’s function of this singular

monopole as derived by Durcan in [1] can be found in Appendix A. The parameter

λ is of dimension 1/l. The “radius” of the non-abelian monopole core is inversely

proportional to λ, R ∼ 1/λ, and the mass is proportional to λ, M ∼ λ/g2, giving

mass the appropriate dimensions.

It was shown in [1] and can be seen from the above solution that ~TD corresponds

to the location of a Dirac monopole type singularity and ~T′tHP corresponds to
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the location of the non-abelian ’t Hooft-Polyakov type monopole. For intervals

which are semi-infinite, such as L and R, we find a pole/singularity with abelian

charge in our Higgs field. The gauge fields near ~TD approach that of a Dirac

monopole in some U(1) subgroup generator of SU(2).



Chapter 2

Translational and Phase Zero

Modes

2.1 Zero Mode Construction

Our first “attack’” in computing the tangent vectors we would need to calculate

the moduli space metric of the singular monopole is to compute δmA
i and δmΦ us-

ing our previously constructed singular monopole pair (A,Φ) in equation (1.57),

and where δm ≡ ∂
∂Tm

≡ ∂
∂dm

and m = 0, 1, 2, 3 over the collective coordinates

Tm = dm.

18
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δ0Φ = 0, (2.1)

δqΦ =
1

L
(~σ · r̂

{
rq
z

+ 2(ẑq + d̂q)

(
λ+

1

2z

)
r
D
L
− ẑq
z2
K
}

+
r

z
~σ · ~d⊥

{
ẑq
z2
− 2

L
(ẑq + d̂q)N

}
− r

z
σq), (2.2)

δ0Ai = 0, (2.3)

δqAi =
1

L
((~σ × ~r)i

{
(ẑq + d̂q)

[(
2λ+

2a

D

)(
a− N

L

)
− 2r

zL
N − a2 + r2

D

]
+ r

ẑq
z2

}
+(~σ × ~d)i

{
r
ẑq
z2
− 2r

zL
N(ẑq + d̂q)

}
−~σ · r̂{

(
K
D
− 1

)(
(r̂ × ẑ)i

(
2r(ẑq + d̂q)

L
N − ẑq

z2

)
+
r

z
(r̂ × êq)i

)

+
2r(ẑq + d̂q)

D
(r̂ × ẑ)i

(
M − aK

D

)
} − r

z
(~σ × êq)i), (2.4)

where C = cosh 2λr, S = sinh 2λr, M = aC + rS, N = aS + rC, êq is the

unit vector in the q direction, and q = 1, 2, 3 over the translational collective

coordinates.

We impose the condition that our tangent vectors are orthogonal to small gauge

transformations, as in eq. (1.22). This implies that if δmA
µ is the tangent vector,

we must check to see if it satisfies

DµδmA
µ = 0. (2.5)
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However our current translational tangent vectors do not satisfy this condition

without some compensating gauge term. We will also need to find a non-trivial

gauge transformation Λm so that Dµ (δmA
µ +DµΛm) = 0.

We can add a gauge term to δmA
µ while still satisfying the linearized Bogomolny

equations eq. (1.23). So we naively write our tangent vectors as

Zµ
m = δmA

µ +DµΛm. (2.6)

Our goal is to now see if we can find Λm such that some Zµ
m satisfies the back-

ground gauge condition eq. (1.22): Dµ(DµΛm) = −Dµ(δmA
µ).

We start by making an ansatz, as in [29] [27], that

Λm = v†Qmv, (2.7)

where Qm =

χmσ3 0

0 pm(s)I2×2

 where pm(s) ∈ R and ∂µQm = 0. We note that

relaxing the condition ∂µQm = 0 can yield to a slightly alternative derivation of

the compensating gauge term than described here.

Let us first calculate DµΛm

DµΛm = ∂µ(v†Qmv)− i[iv†∂µv, v†Qmv], (2.8)

= ∂µv
†Qmv + v†Qm∂µv − ∂µv†vv†Qmv − v†Qmvv

†∂µ, (2.9)

= ∂µv
†D̂FD̂†Qmv + v†QmD̂FD̂

†∂µv. (2.10)
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Here we have used that v are our previously found solutions eq.(1.47) to the Weyl

equation eq.(1.43), v†v = I2×2 and the projection operator P = 1− vv† = D̂FD̂†

where F (s, t) is the Green’s function of the covariant Laplacian: D̂†D̂F (s, t) =

δ(s− t).

We must now compute D̂†Qmv.

D̂†Qmv =
(
ϕ̂† /D

†
x

)χmσ3 0

0 pm(s)I2×2

∆̂

ψ

 ,

=
(
ϕ̂† /D

†
x

)χmσ3∆̂
pm(s)ψ

 ,

= ϕ̂†χmσ3∆̂ + /D
†
x(pm(s)ψ),

= ϕ̂†χmσ3∆̂− ∂spm(s)ψ + pm(s) /D
†
xψ,

= ϕ̂†χmσ3∆̂− ∂spm(s)ψ − pm(s)ϕ̂†∆,

=
(
ϕ̂†(χmσ3 − pm(s)) −∂spm(s)

)
v, (2.11)

where we use D̂†v = 0→ ϕ̂†∆̂ = − /D†xψ to go from the 4th to the 5th line of the

derivation. We define

Gm =

(χmσ3 − pm(s))ϕ̂

−∂spm(s).

 . (2.12)

To further simplify DµΛm we use the following simplification
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D̂†∂µv = −(∂µD̂
†)v,

= −
(
∂µϕ̂

† ∂µ /D
†
x

)∆̂

ψ

 ,

= −
(

0 σ̄µ

)∆̂

ψ

 ,

= −σ̄µψ, (2.13)

where we defined our quaternionic basis as σµ = (iI2×2, σi) and σ̄µ = (−iI2×2, σi).

We can then write DµΛm as

DµΛm = −ψ†σµFG†mv − v†GmFσ̄µψ,

= −
∫
dsdtψ†(s)σµF (s, t)

(
(χmσ3 − pm(s))ϕ̂†∆̂− ∂spm(s)ψ(s)

)
− h.c.,

where h.c. stands for the Hermitian conjugate of the term preceding it.

Now we would like to see if we can get δmA
µ into a similar form, following a

similar derivation for instantons in [30] and [27].

We start with the definition of Aµ = iv†∂µv. We then differentiate Aµ by δm and

find

δmA
µ = iδmv

†∂µv + iv†∂µδmv,

= iδmv
†∂µv + i∂µ(v†δmv)− i∂µv†δmv,

= Dµ(iv†δmv)− ψ†σµF (iδmD̂
†)v − v†(−iδmD̂)Fσ̄µψ. (2.14)
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We used the projection operator P = 1− vv† = D̂FD̂† to go from the 2nd to the

3rd line of the derivation and we used D̂†∂µv = −σ̄µψ.

We define Cm = −iδmD̂ =

−iδmϕ̂
iσm

. We combine Cm and Gm, Hm = Cm+Gm.

We define our zero mode Zµ
m as

Zµ
m = δmA

µ +Dµ(Λm − iv†δmv) = δmA
µ +Dµ(Ωm), (2.15)

where we define the gauge term Ωm = Λm− iv†δmv. We can then redefine Zµ
m as

Zµ
m = v†HmFσ̄µψ + ψ†σµFH

†
mv. (2.16)

We would like to see if there was some way we can determine χm and pm(s) such

that Zµ
m satisifies eq. (2.5). We first take the adjoint covariant derivative of Zµ

m:

DµZ
µ
m = ψ†Fσµ(H†mD̂ + D̂†Hm).σ̄µFψ = 0 (2.17)

To satisfy this equation we require that

Tr(D̂†Hm +H†mD̂) = 0. (2.18)

We adopt the notation used in [28] and [31] to simplify some of our further

calculations,

H = Hm(dT )m =

 ĉ

Ŷ

 , (2.19)
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where

ĉ = δ(s− λ)P1(−iδϕ+ χϕ− p(λ)ϕ) + δ(s+ λ)P2(−iδϕ− χϕ− p(−λ)ϕ),

Ŷ = (i~σ · d~T − ∂sp(s))Θ′(s), (2.20)

where p(s) = pm(dT )m, and χ = χm(dT )m. Once we construct our gauge com-

pensating terms Λm we can determine what we must set as the value of χm.

We now insert these definitions eq. (2.19) into eq. (2.18) to derive an equation

for p(s):

Tr(D̂†H +H†D̂) = ∂2sp(s)

+δ(s+ λ)((−χ− p(−λ))Tr(ϕ†P2ϕ)− i

2
Tr(ϕ†P2δϕ− δϕ†P2ϕ))

+δ(s− λ)((χ− p(λ))Tr(ϕ†P1ϕ)− i

2
Tr(ϕ†P1δϕ− δϕ†P1ϕ)),

= 0. (2.21)

We make an important note here that the vector H is the tangent vector over

Nahm data. We will use the tangent vector H in Chapter 4 to directly compute

the moduli space metric over the Nahm data.

After computation of the trace terms (see Appendix A, eq.(A.1)), eq. (2.21)

becomes

0 = ∂2sp(s) + δ(s+ λ)(−2dp(−λ)− 2d(dT 0 + ~ω · d~T + ~χ · d~T ))

+δ(s− λ)(−2dp(λ) + 2d(dT 0 + ~ω · d~T + ~χ · d~T )), (2.22)
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where we used the results from [5] to simplify the quantities we traced over in eq.

(2.21). The vector ~ω is the Dirac monopole connection [8] which is the solution

to the U(1) Bogomolny equations ~∇d × ~ω = ~∇dV with potential V = λ+ 1
2d

.

From this equation we can see that away from s = ±λ the second derivative of

p(s) is zero which means that it is linear. We also see that when we integrate

over a small neighborhood of either s = +λ or s = −λ,

− ∂sp(s)|−λ+−λ− = ∂sp(−λ−)− ∂sp(−λ+) = −2dp(−λ)− 2d(dT 0 + ~ω · d~T − ~χ · d~T )),

−∂sp(s)|+λ++λ− = ∂sp(λ−)− ∂sp(λ+) = −2dp(λ) + 2d(dT 0 + ~ω · d~T − ~χ · d~T )),

(2.23)

where there are discontinuities at s = ±λ in the first derivative of p(s). This

tells us that p(s) is a piecewise linear function. Given these conditions and eqs.

(2.23) we can find p(s) to be

pM(s) =
s

V
(dT 0 + ~ω · d~T + ~χ · d~T )),

pR(s > λ) =
λ

V
(dT 0 + ~ω · d~T + ~χ · d~T )),

pL(s < −λ) = − λ
V

(dT 0 + ~ω · d~T + ~χ · d~T )). (2.24)

2.1.1 Phase Zero Mode Construction

We start with the gauge zero mode Zµ
0 = DµΛ0 which is the zero mode associated

with “large” gauge transformation, which “rotates” the monopole’s framing at

infinity in the unbroken U(1) subgroup of SU(2).
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We note that Λ0 is the adjoint solution to the covariant Laplacian DµDµΛ0 = 0

using p0 = s
V

and χ0 = 1:

Q0(s) =

σ3 0

0 s
V

 . (2.25)

We use our previous equation (2.7) for Λ0

Λ0 =

∫
ds
(

∆̂† ψ†(s)
) σ3 02×2

02×2 s 1
V

 ∆̂

ψ(s)

 ,

=

∫
ds∆†+∆+ −∆†−∆−

+

∫ −λ
−∞

dsψ†R(s)p0(s > λ)ψR(s) +

∫ ∞
λ

dsψ†L(s)p0(s < −λ)ψL(s)

+

∫ λ

−λ
dsψ†M(s)p0(s ∈ (−λ, λ))ψM(s),

=
r

L
(~σ · r̂(2z sinh(2λr) + 2 cosh(2λr)(~z · r̂)− 2(~z · r̂) + 2r

+
λ

V
(2d sinh(2λr)− 2 cosh(2λr)(r̂ · ~d) + 2(r̂ · ~d)

+D sinh(2λr)

2λr2
(2λr coth(2λr)− 1)) +

1

V d
~σ · ~d). (2.26)

We find the following leading and subleading order for the asymptotic expansion

(where r →∞) of Λ0.

Λ0 = ~σ · r̂
(

1− 1

2V

1

r
+O(r−2)

)
. (2.27)

Next we calculate Λq using pq(s). We can split pq(s) (where p(s) = pm(s)dTm)

into two parts: pq(s) = s
V
ωq + χqp0(s) where q = 1, 2, 3 over the translational

collective coordinates. Using this form of pq(s) we can split the construction of
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Λq into two simple computations by splitting Qq into two parts:

Qq =

χqσ3 02×2

02×2 sωq
V

+ χqp0(s)

 = Q∗q + χqQ0, (2.28)

where Q∗q =

02×2 02×2

02×2 sωq
V

.

We plug this into (2.7) and find Λq = v†Q∗qv + χqv
†Q0v = Λ∗q + χqΛ0. From this

and the asymptotic expansion eq. (2.27) we see that a non-zero χq changes the

framing of the monopole at infinity. Since this direction from χq corresponds to

a change in phase, and we seek to only study the translational modes, we are

looking for no change in framing from our gauge term Λq. Therefore we must

have that χq = 0. So Λq = Λ∗q. That just leaves us to compute Λq using Q∗q:

Λq =

∫
ds
(

∆̂† ψ†(s)
)02×2 02×2

02×2 sωq
V
I2×2

 ∆̂

ψ(s)

 ,

=

∫ ∞
λ

dsλ
ωq
V
ψ†R(s)ψR(s)−

∫ −λ
−∞

dsλ
ωq
V
ψ†L(s)ψL(s)

+

∫ λ

−λ
ds
ωq
V
ψ†M(s)sψM(s), (2.29)

giving

Λq =
r

L
λωq
V
{~σ · r̂(2d sinh(2λr)− cosh(2λr)(r̂ · ~d) + 2(r̂ · ~d)

+D sinh(2λr)

2λr2
(2λr coth(2λr)− 1)))− 2~σ · ~d}. (2.30)
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The asymptotic expansion of Λq is

Λq = ~σ · r̂
(
λdωq
V

1

r
− dω

2
(d+ r̂ · ~d)

1

r2
+O(r−3)

)
. (2.31)

From the asymptotic expansion we can see that there is no change to the framing

of the monopole at infinity.

Now we must construct iv†δqv. In Appendix B we have constructed many of the

intermediate terms we use in calculating iv†δqv.

We find that

iv†δqv = − r
L
{~σ · r̂(−2 sinh(2λr)ωqd− cosh(2λr)r̂ · ~Rqd

+r̂ · ~Rqd−
N

D

(
4zωqd− 2~z · ~Rqd

)
)

−(~σ × r̂)q
(
a

r
− a

r
cosh(2λr)− sinh(2λr) +

D
r

(
λ− sinh(2λr)

2r

))
−~σ · ~Rqd}, (2.32)

where ϕ†δqϕ = d̂q + id~σ · ~Rq. The asymptotic expansion of iv†δqv is

iv†δqv = ~σ · r̂
(
−ωq +

(
ωqd−

ωqd

2
r̂ · ~d

)
1

r
+O(r−2)

)
+(~σ × r̂)q

(
1

2r
+O(r−2)

)
. (2.33)

The combined asymptotic expansion of Ωq = Λq − iv†δqv is

Ωq = ~σ · r̂
(
ωq −

(
ωq
2V
− r̂ · ~dωq

1/2 + 2dλ

2V

)
1

r
+O(r−2)

)
+(~σ × r̂)q

(
1

2r
+O(r−2)

)
. (2.34)
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2.2 Zero Modes of SU(2) singular monopole

Recall that our zero modes were defined as Zµ
m = δmA

µ −DµΩm.

Our gauge zero mode is

Zµ
0 = DµΛ0, (2.35)

with Λ0 as computed in eq. (2.26). The components of our translational zero

modes are

Z0
q = ~σ · r̂

{
rq
z

+ 2(ẑq + d̂q)

(
λ+

1

2z

)
r
D
L
− ẑq
z2
K
}

(2.36)

+
r

z
~σ · ~d⊥

{
ẑq
z2
− 2

L
(ẑ + d̂q)N

}
− r

z
σq

+
ωqλ

LV
2r

zL
{−2z

r

((
λ+

1

2z

)
K − L

2r

)
+ 2dS

−2(r̂ · ~d)C +D S

2λr2

(
2λr

C

S
− 1

)
)~σ · (~r × ~d)} −D0(iv

†δqv),
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Zi
q = (~σ × ~r)i

{
(ẑq + d̂q)

[(
2λ+

2a

D

)(
a− N

L

)
− 2r

zL
N − a2 + r2

D

]
+ r

ẑq
z2

}
+(~σ × ~d)i

{
r
ẑq
z2
− 2r

zL
N(ẑq + d̂q)

}
−~σ · r̂{

(
K
D
− 1

)(
(r̂ × ẑ)i

(
2r(ẑq + d̂q)

L
N − ẑq

z2

)
+
r

z
(r̂ × êq)i

)

+
2r(ẑq + d̂q)

D
(r̂ × ẑ)i(M − a

K
D

)

+
ωqλ

LV
{
[
2Sd− 4Cr̂ · ~d+ 4r̂ · ~d+

DS
2λr2

(
2λr

C

S
− 1

)]
×
[
− 2

L
(S(ẑia+ ri) + C(r̂ia+ rẑi) + 2λr̂iK)− 2r̂i

((
λ+

a

D

) D
L
− 1

2r
− r2

zL

)]
+2C(2λr̂i)(d− 2Sr̂ · ~d) + 2r̂iC +

(
2λr

C

S
− 1

)
×
[
2S(ẑia− ri)

1

2λr2
+
Dr̂i
r2

C − 2Dr̂i
r3

S

]
+
Dr̂i
r2

(
C − 2λr

S

)
}}

−r
z

(~σ × êq)i + ~σ · ~d{ 2r

zL

(
2Sd− 4Cr̂ · ~d+ 4r̂ · ~d+

DS
2λr2

(
2λr

C

S
− 1

))
×
(

2r

((
λ+

a

D

) D
L
− r2

zL

)
− 2~r · ~d r

zL

)
+

4d2r2

zL
− 4~r · ~d

((
λ+

a

D

) D
L
− 1

2r
− r2

zL

)
} −Di(iv

†δqv). (2.37)

These zero modes were independently verified as satisfying the linearized Bogo-

molny equations and the background gauge condition using Mathematica.
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We find the asymptotic expansion of these zero modes as we will need these for

the computation of the monopole moduli space metric in the next chapter.

Z0
0 = 0, (2.38)

Zi
0 = ~σ · r̂(− 1

2V

ri
r3

+O(r−4)), (2.39)

Zi
q = ~σ · r̂{(ẑq + d̂q)(r̂ × ẑ)i

2d2(1 + r̂ · d̂)2

+
1

r

(
1

d(1 + r̂ · d̂)

)(
(ẑq + d̂q) +

(r̂ × êq)i
2

− 1− r̂ · d̂
2(1 + r̂ · d̂)

)

+
1

r2
(−(ẑq + d̂q)(r̂ × ẑ)i

(
7 + 6r̂ · d̂+ (r̂ · d̂)2

4(1 + r̂ · d̂)2

)
ωq
2V

r̂i − ω

2V
(1 + 4λd)(r̂ · d̂)r̂i − (r̂ × êq)i

2
)}. (2.40)



Chapter 3

Metric of the Monopole Moduli

Space

We now use the zero modes found in the previous chapter to compute the metric

components g00 and g0q of the SU(2) singular monopole’s moduli space. We an-

ticipate, based on [? ], that the moduli space is Taub-NUT. The Taub-NUT space

is a self-dual Einstein manifold first described by Newman, Unti, and Tamubrino

in [33].

3.1 g00

We start with the relatively simple computation of g00. To calculate the metric

component g00 all we need is the gauge zero mode from eq. (2.35) and the metric

32
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formula (1.26). The metric component integral is

g00 =

∫
d3xTr(Zµ

0Z
µ
0 ),

=

∫
d3xTr(DµΛ0DµΛ0),

=

∫
d3x

1

2
Tr(DµDµ(Λ2

0)),

=
1

2

∫
d3x∂i∂iTr(Λ

2
0),

=
1

2

∫
d2Si∞∂iTr(Λ

2
0)−

∫
d2Siz→0∂iTr(Λ

2
0), (3.1)

where to go from the second to the third line we made use of the fact that

DµDµΛ0 = 0. All partial derivatives ∂i are with respect to ri.

Now we refer to Λ0 and its asymptotic expansion as we calculated in the previous

sections and in equations (2.26)(2.27). We also have, from our definition of Λ0

eq. (2.26), that Λ0 is non-singular and smooth at the origin z = 0 which means

that the surface integral around the origin in the above equation vanishes.

The key ingredient in computing the metric component will be the r−1 term in

Tr(Λ2
0) so when we find the explicit form of Λ0 we will be especially interested

in the asymptotic expansion at r →∞ from eq. (2.27) .

1

2
Tr(Λ2

0) = 1− 1

V

1

r
+O(r−2), (3.2)
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and the integral would be

g00 =
1

2

∫
d2Si∞∂iTr(Λ

2
0) =

1

2

∫
dθdφr2 sin(θ)r̂i∂iTr(Λ

2
0),

=

∫
dθdφr2 sin(θ)r̂i∂i(1−

1

V

1

r
+O(r−2)),

=

∫
dθdφr2 sin(θ)r̂i

1

V

ri
r3
,

=

∫
dθdφ sin(θ)

1

V
. (3.3)

Thus our metric component g00 is

g00 =
4π

V
. (3.4)

3.2 g0q

We compute

g0q =

∫
d3xTr(DµΛ0Zq

µ), (3.5)

using our translational zero mode in equations (2.37).

We take advantage of the fact that DµZ
µ
q = 0 to write the term inside the integral

as DµΛ0Zq
µ = Dµ(Λ0Zq

µ). Then we take the trace of this term Tr(Dµ(Λ0Z
µ
q )) =

∂µTr(Λ0Z
µ
q ) = ∂iTr(Λ0Z

i
q) where we have also used the fact that the zero modes
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are static. This allows us to write g0q as a surface integral

g0q =

∫
d2Si∞Tr(Λ0Z

i
q),

=

∫
dθdφr2 sin(θ)Tr(Λ0r̂

iZi
q),

=

∫
dθdφr2 sin(θ)Tr(Λ0r̂

i(δqA
i −DiΩq)). (3.6)

Asymptotically we have Λ0 = (1 − 1
2V

1
r

+ O(r−3))~σ · r̂ from eq.(2.27). We also

have the asymptotic result

r̂iZi
q = ~σ · r̂

(
ωq
2V
− ωq

2V
(1 + 4λd)(r̂ · ~d)

1

r2
+O(r−3)

)
, (3.7)

from our previous result eq. (2.40).

With the asymptotic expansions it is simple to calculate the surface integral

∫
d2Si∞Tr(Λ0Z

q
i ) =

∫
dθdφr2 sin(θ)Tr(~σ · r̂(1 +O(r−1))

×~σ · r̂ ωq
2V

((
1− (1 + 4λd)(r̂ · ~d)

) 1

r2
+O(r−3)

)
),

=

∫
dθdφr2 sin(θ)2

(
ωq
2V

(
1− (1 + 4λd)(r̂ · ~d)

) 1

r2
+O(r−3)

)
,

=

∫
dθdφ sin(θ)

(ωq
V

(
1− (1 + 4λd)(r̂ · ~d)

))
,

= 4π
ωq
V
, (3.8)

where we used that r →∞ and
∫
dθsin(θ)r̂ · ~d = 0.
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Thus our total metric component g0q is

g0q = 4π
ωq
V
. (3.9)

3.3 gpq

The moduli space of our monopole is hyperkähler [? ] [18] and has a triholonomic

isometry. It suffices to know the metric components g00 and g0q to completely fix

the metric given these properties. Nevertheless, here we will now try to compute

gpq. We warn the reader that this is not complete and only gives a partial answer.

gpq =

∫
d3xTr(Zµ

pZ
µ
q ). (3.10)

We can simplify the computation of this integral by extracting some boundary

surface integrals. We recall that Zµ
q = δqA

µ +DµΩq. So we have

Zµ
pZ

µ
q = δpA

µZµ
q +DµΩpZ

µ
q ,

= δpA
µZµ

q +Dµ(ΩpZ
µ
q ), (3.11)

where me made use of the condition DµZ
µ
q = 0. Now we turn our attention to

the first term on the second line, δpA
µZµ

q ,

δpA
µZµ

q = δpA
µδqA

µ + δpA
µDµΩq. (3.12)
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We can rewrite the second term on the previous line as

δpA
µDµΩq = Dµ(δpA

µΩq)−DµδpA
µΩq. (3.13)

We make use of the identity DµZ
µ
p = DµδpA

µ + DµDµΩp = 0. So DµδpA
µΩq =

−DµDµΩqΩp. We can rewrite the last term in equation (3.13)

DµDµΩpΩq = Dµ(DµΩpΩq)−DµΩqDµΩp. (3.14)

We use this result to separate the equation (3.10) into a surface boundary integral

and a volume integral

gpq =

∫
d3xTr(Zµ

pZ
µ
q ),

=

∫
d2Si∞Tr(ΩpZ

i
q + Zi

pΩq),

+

∫
d3xTr(δpA

µδqA
µ −DµΩpDµΩq).

(3.15)

We can use our previously found asymptotic results for Ωq eq. (2.34) and Zq
i eq.

(2.40) to compute the surface integrals

∫
d2Si∞Tr(Ω

qZp
i ) =

∫
d2Si∞Tr(Z

q
i Ω

p) = 4π
ωqωp
2V

. (3.16)
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Plugging this into equation (3.15) we get

gpq =

∫
d3xTr(Zµ

pZ
µ
q ),

= 4π
ωqωp
V

+

∫
d3xTr(δpA

µδqA
µ −DµΩpDµΩq).

(3.17)

We anticipate, but have not computed, that the volume integral will be

∫
d3xTr(δpA

µδqA
µ −DµΩpDµΩq) = 4πV δpq, (3.18)

where δpq is the Kronecker delta. We will calculate the moduli space metric over

the Nahm data in the next chapter and in chapter 5 we will connect this result

with the monopole moduli space. In conclusion the only hyperkähler metric with

U(1) isometry and g00 = 4π 1
V

and g0q = 4π ωq
V

as we computed in sections 3.1

and 3.2 is

ds2 = 4π

(
V d~T 2 +

1

V

(
dT0 + ~ω · d~T

)2)
. (3.19)



Chapter 4

Metric of the Moduli Space of

Nahm Data

It has been shown by Nakajima [3] and Maciocia [4] that the metric of the Nahm

moduli space and the metric of the monopole moduli space produced by the

Nahm transform are isomorphic for regular monopoles. We calculate the metric

of the Nahm moduli space in this chapter. We use the hyperkähler quotient

construction method, as described in [5] [34].

We perform the hyperkähler quotient construction of the metric over the Nahm

data by first finding the metric over T µ with a trivial gauge action at the bound-

aries and the metric over the jumping data ϕ with non-trivial gauge action, and

then we take the direct product of these spaces and mod out the U(1) gauge

action finding the metric on the moduli space as a U(1) hyperkähler quotient.
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Let us review our Nahm data for our SU(2) singular monopole construction

~T (s) = ~TΘ′(s), (4.1)

where ~T = ~d and Θ′(s) = Θ(s + λ)− Θ(s− λ). We also have the jumping data

spinors ϕ =

f †+
f †−

.

The tangent vector over the Nahm data T µ is (dt0, dT 1, dT 2, dT 3) where dt0 is

the collective coordinate associated with the gauge action. We consider a group

action that is trivial at the endpoints of the interval (−λ, λ) and non-trivial in

between the endpoints: g(s) = eif(s) where f(±λ) = 2πn, n ∈ Z. The group

action is t0 → t0 − ∂sf(s). Due to the condition of triviality of the group action

at the end points g(s) = ei
s+λ
λ
πn : t0 → t0 + π

λ
n , we determine that t0 ∈ S1,

a periodic coordinate. Therefore the metric on just the Nahm data with trivial

gauge action at the endpoints is

ds2 =

∫ λ

−λ
dsTr

(
(dt0)2I2×2 + (d~T )2I2×2

)
= 4λ

(
(dt0)2 + (d~T )2

)
. (4.2)

The moduli space is S1 × R3, where S1 is of radius 1√
λ
.

That leaves us to consider the metric from a group action which is non-trivial

at s = ±λ. Such a non-trivial group action g(s) acts on the jumping data as

f+ → g(λ)f+ and f− → g(−λ)f−.

The metric over the jumping data is [5]

2Tr
(
δϕ†δϕ

)
=

1

2d
(d~r)2 + 2d (dψ + ~ω · d~r)2 , (4.3)
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where in the above equation ~σ · ~r = ϕ†σ3ϕ, r = |~r|, and ϕ = eiσ3ψ/2a where a is

pure imaginary a† = −a.

As is shown in [5] as well as [35] the moment maps of the gauge action tell us

that 1
2
~r = ~T . We combine these two metrics to get

ds2 = 4λd~T 2 + 4λ(dt0)
2 +

1

2d
d~r2 + 2d (dψ + ~ω · d~r)2 ,

= 4

((
λ+

1

2d

)
d~T 2 + λ(dt0)

2 +
d

2

(
dψ + 2~ω · d~T

)2)
,

= 4

(
V d~T 2 + λ(dt0)

2 +
d

2

(
dψ + 2~ω · d~T

)2)
.

(4.4)

after we use the moment map relation we described above and V = λ+ 1
2d

.

We now define a quantity T0 that is invariant under non-trivial U(1) gauge action

at the boundaries: 2T0 = ψ+2λt0 and find dψ = 2(dT0)−2λ(dt0). We substitute

this back into λ(dt0)
2 + d

2

(
2(dT0) + 2~ω · d~T − 2λ(dt0)

)2
= λ(dt0)

2 + 2d
(
(dT0) + ~ω · d~t− λ(dt0)

)2
,

=
(
λ+ 2λ2d

)
(dt0)

2 − 4λd(dt0)
(
dT0 + ~ω · d~T

)
+ 2d

(
dT0 + ~ω · d~T

)2
,

=
(
λ+ 2λ2d

)(
dt0 −

2λd

λ+ 2λ2d

(
dT0 + ~ω · d~T

))2

,

+

(
2d− 2λd

λ+ 2λ2d

)(
dT0 + ~ω · d~T

)2
,

where we have expanded the terms and completed the square. The first term

on the last line is the only quantitiy acted on by the group action and is therefore

modded out. The second term on the last line is simplified to 1
V

(
(dT0) + ~ω · d~T

)2
.
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We plug this in back into eq.(4.4) and get the metric on the Nahm moduli space

ds2 = 4

(
V (d~T )2 +

1

V

(
dT0 + ~ω · d~T

)2)
. (4.5)

Equivalently, rather than quotient out the group action from the combined met-

ric, we can also find tangent vectors which are orthogonal to small gauge trans-

formations and calculate their overlap to construct the metric. This method is

similar to the direct computation of the moduli space metric discussed in [28],

and is also similar to the way we constructed the monopole moduli space metric

in Chapter 3. We adopt the notation < h >N=
∫∞
−∞ dsh(s). The Nahm moduli

space metric is defined as

ds2 =
〈
Tr(H†H)

〉
N

= Tr
(〈
Ŷ †Ŷ

〉
N

+ 2
〈
ĉ†
〉
N
〈ĉ〉N

)
. (4.6)

We have, as in (2.19), our Nahm tangent vector H =

 ĉ

Ŷ

 which satisfies the

Nahm background gauge condition, and where Ŷ and ĉ are, as a reminder, defined

as follows Ŷ = Θ′(i~σ · d~T + 1
V

(dT 0 + ~ω · d~T )I2×2) and ĉ = δ(s + λ)P2(−iδϕ −
λ
V

(dT 0 + ~ω · d~T )ϕ) + δ(s−λ)P1(−iδϕ+ λ
V

(dT 0 + ~ω · d~T )ϕ) where we have chosen

that χq = 0 as in section 2.1.1.

We calculate in a straightforward manner

Tr
〈
Ŷ †Ŷ

〉
N

= 4λ(d~T )2 +
4λ

V 2
(dT 0 + ~ω · d~T )2, (4.7)
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〈ĉ〉N = −iδϕ+
λ

V
(dT 0 + ~ω · d~T )σ3ϕ, (4.8)〈

ĉ†
〉
N

= iδϕ† +
λ

V
(dT 0 + ~ω · d~T )ϕ†σ3. (4.9)

So using these results we calculate

2Tr
〈
ĉ†
〉
N
〈ĉ〉N =

2

d
(d~T )2 + 8d

(
1− λ

V
+
λ2

V 2

)
(dT 0 + ~ω · d~T )2. (4.10)

We combine equations (4.7) and (4.10) and find

ds2 = 4

(
V (d~T )2 +

1

V
(dT 0 + ~ω · d~T )2

)
, (4.11)

which matches eq. (4.5) and is the Taub-NUT metric.

In the previous chapter we compute the metric on the moduli space of the singular

monopole. In this chapter we computed the metric on the associated Nahm data.

Therefore we have explicitly verified the isometry between these two moduli

spaces.



Chapter 5

Corrigan’s Formula

We can also take advantage of the Nahm construction and Corrigan’s inner prod-

uct formula to prove the isometry of the metrics we computed in Chapters 3 and

4.

We recast Tr(Zµ
mZ

µ
n) as a second order derivative using a remarkably useful

formula first devised by Corrigan in an unpublished work that was quoted and

used by Osborn in [6].

Using our previous definitions of Zµ
m in eq. (2.16) and H in eq. (2.19) we can

rewrite Tr(Zµ
mZ

µ
n) per Corrigan’s formula (as applied by [31]):

Tr(Zµ
mZ

µ
n) = −1

2
∂2Tr

∫ ∞
−∞

dsF (s, s)(Ŷ †m(s)Ŷn(s) + Ŷ †n (s)Ŷm(s)

+ĉ†m(s) < ĉn > +ĉ†n < ĉm >)

+
1

2
∂2Tr

∫ ∞
−∞

dsdtF (t, s)([ĉmϕ̂+ Ŷ †(s)mD̂(s)]

F (s, t)[D̂†(t)Ŷn(t) + ϕ̂†ĉn]), (5.1)
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where from our construction of the zero modes we have Ŷ = Θ′(i~σ ·d~T + 1
V

(dT 0+

~ω · d~T )I2×2) and ĉ = δ(s+ λ)P2(−iδϕ− λ
V

(dT 0 + ~ω · d~T )ϕ) + δ(s− λ)P1(−iδϕ+

λ
V

(dT 0 + ~ω · d~T )ϕ). An explicit derivation of the preceding formula can be found

in [27]. We adapt the use of this formula from [28] [31] to our singular monopole

case.

We integrate the volume integral for the metric component gmn by parts to get

a surface integral

gmn =

∫
d3xTr(Zµ

mZ
µ
n) = −1

2

∫
d2Si∞∂iTr

∫ ∞
−∞

dsF (s, s)(Ŷ †m(s)Ŷn(s) + Ŷ †n (s)Ŷm(s)

+ĉ†m(s) < ĉn > +ĉ†n < ĉm >)

+
1

2

∫
d2Si∞∂iTr

∫ ∞
−∞

ds

∫ ∞
−∞

dtF (t, s)([ĉmϕ̂+ Ŷ †m(s)D̂(s)]

F (s, t)[D̂†(t)Ŷn(t) + ϕ̂†ĉn]). (5.2)

To simplify the above formula we note that asymptotically the covariant Lapla-

cian becomes D̂†(s)D̂(s) = −∂2s+r2, so the asymptotic Green’s function is defined

by the Sturm-Liouville equation

D̂†(s)D̂(s)F (s, t) = −∂2sF (s, t) + r2F (s, t) = δ(s− t). (5.3)

From this we determine that asymptotically

F (s, t) = er|s−t|
(
− 1

2r
+O(r−2)

)
. (5.4)
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This means that F (s, s) = − 1
2r

+O(r−2), F (s,±λ) = er|s∓λ|
(
− 1

2r
+O(r−2)

)
, and

F (±λ, t) = er|±λ−t|
(
− 1

2r
+O(r−2)

)
. We also have asymptotically that

D̂(s)F (s, t)D̂†(t) = δ(s− t), (5.5)

and F 2(s, s) = O(r−2).

Since we are investigating surface integrals in eq. (5.2) we are only interested

in the O(r−1) part of each term in the integral. Let us investigate the terms

separately in the surface integral in the 3rd and 4th lines of eq. (5.2).

First we have

∫
ds

∫
dtF (t, s)Ŷ †m(s)D̂(s)F (s, t)D̂†(t)Ŷn(t),

=

∫
ds

∫
dtF (t, s)Ŷ †m(s)δ(s− t)Ŷn(t),

=

∫
dsŶ †m(s)Ŷn(s)F (s, s), (5.6)

which we combine with the terms on the first line of eq. (5.2). We also have the

terms
∫
ds
∫
dtF (t, s)ĉ†mϕ̂F (s, t)ϕ̂†ĉn = O(r−2) and

∫
ds
∫
dtŶ †m(s)D̂(s)F (s, t)ϕ̂†ĉn =∫

dsŶ †m(s)D̂(s)F (s, λ)ϕ̂ĉnF (λ, s)+
∫
dsŶ †m(s)D̂(s)F (s,−λ)ϕ̂ĉnF (−λ, s) = O(r−2)

after integration.

We combine these results and the asymptotic behavior of F into eq. (5.2) to find

the following expression for the metric

∫
d3xTr (Zµ

mZ
µ
n) =

1

4

∫
dθdφ sin(θ)Tr

(〈
Ŷ †mŶn

〉
N

+ 2
〈
ĉ†m
〉
N
〈ĉn〉N

)
,

= πTr
(
< Ŷ †mŶn >N +2

〈
ĉ†m
〉
N
〈ĉn〉N

)
. (5.7)
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We note that Tr
(〈
Ŷ †Ŷ

〉
N

+ 2
〈
ĉ†
〉
N
〈ĉ〉N

)
is the Nahm metric which we have

already calculated in the previous chapter.

Tr
(〈
Ŷ †Ŷ

〉
N

+ 2
〈
ĉ†
〉
N
〈ĉ〉N

)
= 4

(
V (d~T )2 +

1

V
(dT 0 + ~ω · d~T )2

)
. (5.8)

So after simply inserting the Nahm metric into eq. (5.7) we find

ds2 = gmndT
mdT n = 4π

(
V d~T 2 +

1

V
(dT 0 + ~ω · d~T )2

)
, (5.9)

where g00 = 4π
V

jand g0q = 4π ωq
V

just as we calculated in Chapter 3, equations

(3.3) and (3.8).



Chapter 6

Conclusion

We found the following results in this thesis. We explicitly constructed the

phase zero mode and translational zero modes of the SU(2) monopole with one

singularity. These zero modes can be found in equations (2.35)(2.37) and their

relevant asymptotic expansions in equations (2.27)(2.31)(2.33)(2.34)(2.40).

We then computed some of the metric components of the moduli space of the

monopole using these zero modes and their asymptotic expansions. The g00

component is found in section 3.1 and in equation (3.3). The g0q component is in

section 3.2 and in equation (3.8). The gpq component calculation can be found in

section 3.3 and is separated into a surface integral boundary term part that we

evaluated in eq. (3.16) and a volume integral part in equation (3.17). The surface

boundary term is computed. Further work would include the computation of the

volume integral in this equation.
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To compare with our monopole moduli space, we computed the moduli space

of the Nahm data, using the hyperkähler quotient construction in eq. (4.5) and

direct computation using the Nahm zero modes in eq. (4.11).

Finally we directly connected the moduli space over the Nahm data with the

SU(2) singular monopole moduli space using Corrigan’s inner product formula

eq. (5.1) and the asymptotic behavior of the monopole’s Green’s function. Thus

we provided an independent proof of the isometry of the moduli space of the

Nahm data and that of the singular monopole.
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Appendix A

Construction of Λq

In order to go from eq. (2.21) to eq. (2.22) we directly compute the trace terms

in eq. (2.21).

Tr
(
ϕ†P1,2ϕ

)
= 2d

−iT r
(
ϕ†P1δϕ− δϕ†P1ϕ

)
= 2d

(
dT 0 + ~ω · d~T

)
−iT r

(
ϕ†P2δϕ− δϕ†P2ϕ

)
= −2d

(
dT 0 + ~ω · d~T

)
(A.1)

.

We describe here the intermediate terms in the construction of the singular

monopole and also the gauge terms Λ0 and Λq. First we compute ∆†−∆− and

∆†+∆+.

∆†−∆− = N2 r

sinh(2λr)

1

D
e−~σ·~rλζ−ζ

†
−e
−~σ·~rλ

=
r

L
(cosh(λr)− ~σ · r̂ sinh(λr))(z − ~σ · ~z)(cosh(λr)− ~σ · r̂ sinh(λr))
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∆†+∆+ = N2 r

sinh(2λr)

1

D
e~σ·~rλζ+ζ

†
+e

~σ·~rλ

=
r

L
(cosh(λr) + ~σ · r̂ sinh(λr))(z + ~σ · ~z)(cosh(λr) + ~σ · r̂ sinh(λr))

We then simplify ∆†+∆+ −∆†−∆−

∆†+∆+ −∆†−∆− =
r

L
(2z sinh(2λr)~σ · r̂ + 2~σ · ~z + (2 cosh(2λr)− 2)(~z · r̂)~σ · r̂)

(A.2)

Next we’ll compute
∫
dsψ†LψL and

∫
dsψ†RψR.

∫
dsψ†LψL =

∫
dsN2 r

sinh(2λr)

1

D
2ze−~σ·~rλ(d+ ~σ · ~d)e−~σ·~rλe2z(s+λ)

=

∫
ds

2rz

L
e−~σ·~rλ(d+ ~σ · ~d)e−~σ·~rλe2z(s+λ) (A.3)

∫
dsψ†RψR =

∫
dsN2 r

sinh(2λr)

1

D
2ze~σ·~rλ(d− ~σ · ~d)e~σ·~rλe−2z(s−λ)

=

∫
ds

2rz

L
e~σ·~rλ(d− ~σ · ~d)e~σ·~rλe−2z(s−λ) (A.4)

The integrals
∫ −λ
−∞ dse

2z(s+λ) = 1
2z

and
∫∞
λ
dse−2z(s−λ) = 1

2z
.

We simplify
∫
ds
(
ψ†RψR − ψ

†
LψL

)
∫
ds
(
ψ†RψR − ψ

†
LψL

)
=
r

L
(2d sinh(2λr)~σ · r̂−2~σ · ~d−(2 cosh(2λr)−2)(r̂ · ~d)~σ · r̂)

(A.5)

Finally we compute
∫
dssψ†MψM
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∫
dssψ†MψM =

∫
N2 r

sinh(2λr)
se2~σ·~rs

=

∫
ds
rD
L
se2~σ·~rs

=
D sinh(2λr)

L
1

2r2
(2λr coth(2λr)− 1)~σ · r̂ (A.6)

The Green’s functions for the covariant Laplacian would be as follows and are

cited directly from [1]

F (s < −λ, t ∈ (−λ, λ)) =
ez(s+λ)

L
(r cosh r(t− λ)− a sinh r(t− λ))

F (s ∈ (−λ, λ), t ∈ (−λ, λ)) =
1

2rL
{cosh r(s+ t)(r2 − a2)

+ cosh r|s− t|K − sinh r|s− t|L}

F (s > λ, t ∈ (−λ, λ)) =
e−z(s−λ)

L
(r cosh r(t+ λ) + a sinh r(t+ λ))

F (s < −λ, t > λ) =
rez(s−t+2λ)

L

F (s ∈ (−λ, λ), t > λ) =
e−z(t−λ)

L
(r cosh r(s+ λ) + a sinh r(s+ λ))

F (s > λ, t > λ) =
e−z|s−t|

2z

−e−z(s+t−2λ)L − 2z(r cosh 2λr + a sinh 2λr)

2zL

Note that F (s, t < λ) = F (−s, t > λ).
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Appendix B

Construction of iv†δqv

In this appendix we construct iv†δqv where v is defined in eq. (1.47) and δq = ∂
∂dq

.
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First we find δqv.

δq∆+ = ∆+

(
−ζ
†
+δqf+

ζ†+f+
+

√
L
Dr

δq

√
Dr
L

+ e−~σ·~rλδqe
~σ·~rλ

)

δq∆− = ∆−

(
ζ†−δqf−

ζ†−f−
+

√
L
Dr

δq

√
Dr
L

+ e~σ·~rλδqe
−~σ·~rλ

)

δψL = ψL

(
−δqf

†
+ζ+

f †+ζ+
+ e~σ·~rλδqe

−~σ·~rλ +

√
L
Dr

δq

√
Dr
L

)

+ez(s+λ)
ζ+δqf

†
+

f †+ζ+
e−~σ·~rλ

√
Dr
L

δψR = ψR

(
−δqf

†
−ζ−

f †−ζ−
+ e−~σ·~rλδqe

~σ·~rλ +

√
L
Dr

δq

√
Dr
L

)

+e−z(s−λ)
ζ−δqf

†
−

f †−ζ−
e~σ·~rλ

√
Dr
L

δqψM = ψM

(
e−~σ·~rsδqe

~σ·~rs +

√
L
Dr

δq

√
Dr
L

)
(B.1)

We then use these terms to construct iv†δqv:

iv†δqv = i∆†−δq∆− + i∆†+δq∆+ (B.2)

+i

∫ −λ
−∞

dsψ†L(s)δqΨL(s) +

∫ λ

−λ
dsψ†M(s)δqψM(s) +

∫ ∞
λ

dsψ†R(s)δqψR(s)
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which after substitution gives us

iv†δqv =

√
L
Dr

+(i

∫ −λ
−∞

dsψ†LψL + i∆†+∆−)(e~σ·~rλδqe
− ~−σ·~rλ − 1

D
ζ†−δqf−f

†
−ζ−)

+(i

∫ ∞
λ

dsψ†RψR + i∆†+∆+)(e−~σ·~rλδqe
− ~−σ·~rλ − 1

D
ζ†+δqf+f

†
+ζ+)

+
r

L
(e−~σ·~rλf+δqf

†
+e
−~σ·~rλ + e~σ·~rλf−δqf

†
−e

~σ·~rλ)

+

∫
dsψ†MψMe

−~σ·~rsδqe
~σ·~rs (B.3)

We compute the following

i∆†−∆− + i

∫
dsψ†LψL = i

r

L
(M −N~σ · r̂)

i∆†+∆+ + i

∫
dsψ†RψR = i

r

L
(M +N~σ · r̂)

i
r

L

(
e−~σ·~rλf+δqf

†
+e
−~σ·~rλ + e~σ·~rλf−δqf

†
−e

~σ·~rλ
)

= (iCd̂q − iSr̂q − C~σ · ~Rq

+(2Sωqd− Cr̂ · ~Rqd+ r̂ · ~Rqd)~σ · r̂)

(i∆†−∆− + i

∫
dsψ†LΨL)e~σ·~rλδqe

−~σ·~rλ + (i∆†+∆+ + i

∫
dsψ†RψR)e−~σ·~rλδqe

~σ·~rλ

=
i

L
(−N(2λrq) + (MC −M − SN)i(~σ × r̂)q)

i

∫
dsψ†MψMe

−~σ·~rsδe~σ·~rs = −i D
2L

(
2r̂q(λC −

S

2r
) +

1

r
(S − 2λr)i(~σ × r̂)q

)
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√
L
Dr

δq

√
Dr
L

=
2(ad̂q − rq)
D

− r̂q
r

+2λr̂q
K
L
− 2

L

(
(rd̂q − ar̂q)C + (rq + ad̂q)S

)

− 1

D
(ζ†−δqf−f

†
−ζ−)(i∆†−∆− + i

∫
dsψ†LψL)− 1

D
(ζ†+δqf+f

†
+ζ+)(i∆†+∆+ + i

∫
dsψ†RψR)

= −i r
DL

(
2M(zd̂q + zq) +N(−i4zωqd+ i2~z · ~Rqd)~σ · r̂

)

where we have used the following results

f+δqf
†
+ + f−δqf

†
− = d̂q + i~σ · ~Rqd

f+δqf
†
+ + δqf+f

†
+ = d̂q + σq

f+δqf
†
+ − f−δf

†
− = −iRq

rd+ σq = i2ωqd+ σq

f+δqf
†
+ − δqf+f

†
+ = i2ωqd− i~σ · ~Rqd (B.4)

where ~Rq are the canonical right one-forms on the group SU(2), also known as

the Maurer-Cartan one-forms. Rq
3 = −2ωq where ~∇× ~ω = ∇(λ+ 1

2d
).

As a reminder we have a = z + d, D = a2 − r2, C = cosh(2λr), S = sinh(2λr),

M = aC+rS, N = aS+rC, K = (a2 +r2)C+2raS, and L = (a2 +r2)S+2raC.
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We combine these intermediate terms to construct iv†δqv.

iv†δqv =
r

L
{~σ · r̂(−2 sinh(2λr)ωqd− cosh(2λr)r̂ · ~Rqd

+r̂ · ~Rqd−
N

D

(
4zωqd− 2~z · ~Rqd

)
)

−(~σ × r̂)q
(
a

r
− a

r
cosh(2λr)− sinh(2λr) +

D
r

(
λ− sinh(2λr)

2r

))
−~σ · ~Rqd} (B.5)
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